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Object Segmentation
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Learning to Predict Gaze in Egocentric Video

Method

Temporal Modeling

Gaze Prediction (Red) vs. Eye Tracking (Green) Object Segmentation

* Peak of gaze distributions around hands, where
manipulations are most likely to happen

Action Recognition given Gaze
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* Action recognition of 25 classes using
predicted gazes 29% -> 32.8%

* Action recognition using human gaze s -> 49%
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